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1.Introduction

The recent years witnessed a considerable increase in the number of the persons who suffer kidney failure and this disease has
a serious complications that affect the heart, arteries, nerves, kidneys and eyes. This disease has always been the reason behind
the rise in mortalities directly or indirectly and the reason behind that is the pancreas inability to secrete the quantity of insulin
that is required to do the functions or secreting ineffective insulin that leads to disorders including the rise of sugar in the blood,
which, in turns, results in damages in the cardiovascular and eyes. The classification of a new single observation of one of the
groups in question is done through the discriminant analysis, which is one of the important statistical methods, as a set of
variables are used between two sets or more through using the linear discrimination function and the fuzzy discrimination

function. The discriminant analysis is considered one of the vital types of analysis for the statisticians especially in the medical
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field that is characterized with having many variables, that it makes it difficult to the researcher to analyze and extract the results
accurately only (Oladapo, et al., 2024).

The membership of each single observation is related to one of the sets under study in accordance with the discrimination analysis
by obtaining the Cut-Point that separates the sets in question based on the weights and ratios that are obtained by finding a certain
function of the explanatory variables that are predicted according to the linear discriminant analysis and the fuzzy discriminant
analysis. The current research aims at determining the best discriminant function depending on the Mean Statistical Error, i.e.
depending on the discrimination function that classifies a new item to one of the sets with least possible classification error.

2. Material and Methods

2.1 Linear Discriminant Function (LDF)

This function is defined as a mathematical model that can be formulated through the indicators of a sample with observations
that were selected randomly from two different sets. This function enables us to test any single observation and determine its
set this type of discrimination is considered one of the simplest types of discrimination that hypothesizes that the explanatory
variables are normally distributed with multivariable and the matrices of variance and pool variance are equal and this means

the acceptance of the null hypothesis when testing the hypothesis (Afifi and Clark, 1984):

H0:21=22 :...:Zk
Hl:zl ¢22 F...F Zk
As

¥: the matrices of variance and pool variance.

k: the number of sets

Hypothesizing that there are two sets, we refer to the first set as (1) and the second set (2), the values of m observations of the

random variables that can be depended upon in clasification, which are X1, Xz ,..., Xm. So, the classification function becomes:
Z =a1 X1 +aXot+.. .o Xy (D

Where;

a: the parameters of the model that are used in the classificationn process.

m: the number of variables.

2.2 Testing the Significance of the Linear Discriminant Function

The linear discriminant function is tested in two ways:

First: Statistical Hotelling T2

When one wants to test the discrimination between two sets and forming the discrimination function with significantly

accceptable, i.e. there are significant differences between the averages of the sets, then we test the following hypothesis

(Elkhouli, 2024)

Hy:% =25,

Hp:% # 2,

In order to test the hypothesis, we use the statistics of (Hoteeling?) as this indicator is used to deal with the statistical problem

that is related to the decision making about the two samples that have multivariable normal distribution and have the same

pool variance matrix and this indicator is a development of (t) test from one sample to multivariable locations with. The (t) test
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is used when comparing the mean of two normal populations and the hypothesis of this test is (Qu & Pei ,2024) (Karzan, F. ,
et al ,2024):
Ho : p1- =0
Hy iy —pu; #0
The standard of the hypothesis testing is:
X, — X,

t=—= 2
S 1 (2)
n Ty
(n1 - 1)531 + (n2 - 1) 532

5‘2: 3
p ny+mn, —2 3)

Where;

S7 : the pooled variance.

(X, — X,) : the difference between the averages of the two samples.

S, variance for the first sample.

Sz, : variance for the second sample.

(nq,n,): the sizes of the first and the two samples respectively.

H, is rejected if Cal.t > tab.t = t(1- %,nl + n, — 2) is at the significance of a.

Taking into consideration that the statistics of Hotelling T2 is suitable with the statistics of (Mahalanobis D?) and depends on it
(Arnold, 1981) (Adebayo, et al., 2024).:

D*=[X - X, 'S [X;-X, ] 4)
T2 — M D2 5)

Due to the difficulty of extracting the table value as there are no relevant tables for this purpose the table value of (F) can be

obtained directly, which was stipulated by (Rao) in 1952 as (F) test is related directly to the statistics of Hotteling T2:
n+n,—p-—1

v ©

Then F table value is obtained at a significance level of (o) and with a degree of freedom of tab.F=F(a,p,n{,+n,-m-1). So, if

Cal.F >= tab.F, then the null hypothesis (Ho) is rejected and the alternative hypothesis is accepted at a level of significance of

(o) and this denotes that the coefficients used in the classification can be relied upon in the classification.

Second: Testing the Significance of the Discriminant Function using the Variance Analysis

The focus is concentrated on the discriminant function and its validity for discrimination and this can be determined through the

regression analysis and the hypothesis of this test is as follows (Al-Rawi, 1987):

Hy:aqy =a; =...= ag

Hiioq #ay #...% o

Depending on the (D?) value, we find that the Sum Squares Within sets is:

2 2
SS(between) = R (D?)2 = _ b %)
(ny + M2) (n14nz -2) nign, —2
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Then we find the Sum Squares Within sets:
SS(between) = D?

So, the average of the squares with the sets is:

SS(B
MS(between) = L
m
DZ

MS(within) = (n, +n2) — (m+ 1)

The following table of variance shows that and from it the F value is determined as shown in table (1):

Table (1): The variance analysis of the discriminant analysis

SOV d.f S.S M.S cal. F

Between Sets m SS(B) MS(B) MS(B)

Within Sets Error | ny +ny — (m + 1) SS(W) MS(W) MSW)
Total ng+n,—1 SS(T)

From Table (1), the calculated value (Cal.F) is compared with the tabulated value (tab.F) at the significance level (a) and the
degree of freedom tab.F=F(a,p,n_1,+n_2-m-1). It is noted that the value of (Cal. F) is greater than (tab. F), and this indicates
that the function is important and valid for discrimination, and this means that there is at least a significant variable.

2.3 The Cut-Point

To make the discrimination function in equation (1) as a tool for classifying the individuals, we need a point that separates the
two sets. The following equation is used to find the discrimination function after the significant variables are determined that
should be entered into the function, as the cut point (separation) is determined using applying the following equation (Afifi and
Clark, 1984):

CutPo int(CP) = 222
op o [E = X)STE] + (K - X))
2
X - %)M (& + X
cop - [&— %) s &+ X)] o

To facilitate the classification, the cut point can be subtracted from the value that the discriminant function gives and therefore
the cut point will be the zero, as follows:

~W=2-CP
_ _ 1 _ _ _ _
SW=XSTE - X) -5 K+ X)'STHE - Xo) ©)
> 0Groupl
W ={< 0Groupll
0Cannotclassify
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The last represents the value of the discriminant function at the border separating the two sets. If W >0, then the item is related
to the first population, but if W<0, then the item is related to the second set. (W) is called the statistics of classification that was
developed by Anderson in 1940.

2.4 The Methods used in Testing the Variables of the Discriminant Function

First: The Confidence Intervals of Roy-Bose

When the significance of the discriminant function is proven using Hotelling T2 and the variance table, a question is raised:
which one of the significant variables led to the rejection of the hypothesis and accepting the alternative hypothesis? The
confidence intervals of Roy-Bose are used to determine these significant variables in the classification, i.e. the variables that
will be entered into the function. This method can be summarized with the following steps (Morrison, 1976):

1- Appointing the value of T (tab. T), where:

1
(ny +n, —2) 2
.T = | —————tab.F 1
tab n1+n1—P—1tab (10)

2- The value of F table value is determined by referring to the relevant tables:
a
tab.F = (E,m,nl +n,—-1)
3- Finding the selection vector, which is symbolized by (a), which is non-zero vector, and the number of these vectors equals
the number of the variables (P), as:
a,=[1 0 0 ..] a,=[0 10 ..] .. apo=[0 0 ..1]

4- After that the confidence intervals of Roy-Bose are found as follows:

— — n,+n
0 (%~ %)~ |ap o, (B

< gy <ap(X-X)+ |a S, (11)
nin;

mn;

The differences vector (& - &) is distributed normally with multivariable for both X;, X, , while the variance matrix and the
pooled variance are calculated according to the equation (7):

5- Then the following matrix is written:

C.lyy <apy <C.lyy

The decision is if the matrix contains zero, this means that the variable is not significant, i.e. the variable mathematical mean is
not different in both of the sets. But, if the matrix didn’t include zero, this means than the variable is significant.

Second: T test

After the significance of the discriminant function is selected, the significance of each variable in the discriminant should be
tested because the number of the explanatory variables in the analysis could be enormous and the insignificant variables are
excluded from the analysis and this leads to good results in the process of discrimination.

The t-test can be used to compare the mathematical means as it can be used to test these variables. The hypothesis of (t) test is:

Hy:Z, =2,

Hy:%, # %,

On the other hand, the statistics of the test is shown in equation (6) and with the comparison of the value of the value of

statistics with the t table value with a degree of freedom of (n1+n,-2) and a significance level of (o) will determine whether the
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then the null hypothesis is rejected and the alternative hypothesis is |Cal.t > tab.t|variable is significant or insignificant. If
accepted at a significance level of (o).

2.5 Fuzzy Discriminant Analysis (FDA)

The Fuzzy Discriminant Analysis is one of the recent statistical methods that is used in the field of data analysis. This method
combines the principles of the traditional discriminant analysis and the fuzzy logic. This method aims at improving the accuracy
of classification and achieving more flexibility in terms of dealing with uncertain or fuzzy data that is abundant in many domains
like medicine, economy, marketing, and engineering (Qu, and Pei,2024).

The fuzzy discriminant analysis is a copy of the linear discriminant analysis (LDA) or the (qualitative discriminant analysis
(QDA) that is applied in a fuzzy or a vague environment, where data is not specified or inaccurate instead of dealing with
separate categories. In the fuzzy discriminant analysis, the samples belong to more than one category, with varying degrees, or
“organic degrees” and this makes the analysis more flexible in dealing with the uncertainty of data (WU et al., 2023).

The traditional discriminant analysis depends on a set of features that are used in the data classification into various categories
through discriminant functions that depend on the ratio between within-class variance and the variance between classes, but in
the case of fuzzy data the borders between the data might be unclear and the analyst encounters a difficulty in classifying the
points accurately. Here, comes the idea of fuzzy discriminant analysis, as the techniques of fuzzy logic are used to deal with the
uncertainty. This method relies on transforming the data into fuzzy values and this allows the degree of each point to each
category instead of putting them in one category only (Zhang, et al., 2024).

The fuzzy set theory tackles a type of uncertainty, which is vagueness that is related to normal languages. The theory was
resented in 1965 by the Azerbaijani scientist Lutfi Zadah from California University and it is a concept that deals with data that
represent vague and uncertain things like "very cold" In the same year, he published his research (the fuzzy sets), in which he
stated the mathematical aspects of the fuzzy aspects theory as he paid attention to the complex systems and simplifying them
using simple mathematical models(Qader, et al., 2023).

2.6 The fuzzy Set

It is a set with elements that possess a degree of membership, which is either full 100% or partial (less than 100% and more than
0%). The borders of this set is not acute and this concept contradicts with the traditional concept of the crisp set that has accurate
borders (Klir et al., 1997).

2.7 The Crisp Set

It is a set of things that are featured with one characteristic that takes one of the two values: (1) when an element belongs to the
set and (0) when the element doesn’t belong to the set and it was called the crisp set to discriminate it from the fuzzy set in the

concepts of the fuzzy sets. Suppose that we have the set (A), which is called as a function and it is named the distinguished

function p
,UA:x_){O,l}

_ (0 if x & A
”A(x)_{1 if x € A}

For example, the word (warm) for the fuzzy set includes a vast domain for measuring the temperature of a certain area. When it

says "the weather is warm" in a specific time, you can read the measurement degree "warm" in a certain place and it is different
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from another place and so that depends on the location, season, day or night, etc... through this the fuzzy set can be defined by
determining the temperature degree between (1 and 0), i.e. by placing a membership degree for the set (Klir et al., 1997).

If we have X as representing the inclusive set, then the fuzzy set A from X is a set of

A= {x,1,(x) VxeX}

where; X is an element and pa (X) is a membership function of the element x to A, either the function of membership in the fuzzy
set that is equivalent to the distinguished function in the crisp set except for that the fuzzy function can take any value between
zero and one (AlDabbagh, 2003).

0<pu,(x) <1

2.8 Membership Degree

It is the amount of membership of a certain element to the fuzzy set and this degree is the degree that is restricted between zero
and one (Kandel, 1986).

2.9 Membership Function

It is the function, through which the membership degree of a certain element to a certain fuzzy set is calculated. Each fuzzy set
(A) identifies an inclusive set (X) as a function that corresponds to the characteristic function. This function is called a
membership function and the function is symbolized by pa (X) and each x in the inclusive set (X) is given a value in the closed
interval [0,1], as it distinguishes the membership degree of the element x in A. there are several types of the membership
functions, they are (Klir et al., 1997):

1- The Triangular Membership Data

This function is characterized with three parameters (a, b and c), as shown in the following equation:

lx — al
_)bl1- when a—s<X<a+s
Hao) = S

0 otherwise

Ha(

<—>

>
v

Figure (1): The triangular function

2- Trapezoidal Membership Function The formula of the :
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a—x
as<x<bh
a—>b
_ b<x<c
#A(x)_ d—x <y <d
c<x<
d—c
0 : otherwise

uA(X)

v

a b c d X

Figure (2): The Trapezoidal function

3- Bell-Shaped Membership Function also Called Gaussian Function
This function is used to identify the degree of membership in a fuzzy set. It adds to the curve of the membership a curved and a
smooth shape as each element represents the degree of its membership to a certain set on a scale from 0 to 1 and this allows a

more accurate and more flexible representation, as shown in figure (3).

_(x-a)?
Us(X) =ce b P —o<x <00
C ~1
/ I\
/ \
\I
/' \\
/'{-. - \
~ 7 | i _— —
| L =
(b/2)4/ L2

Figure (3): The Bell-shaped function

3. The Empirical Aspect

3.1 Description of the Research Sample and the Data Collection

In this aspect, two methods will be applied: The linear discriminant analysis and the fuzzy discriminant analysis to the data of
the acute kidney failure patients. The results of the analysis and comparison between the two methods will be conducted
depending on eleven explanatory variables that affect the disease (acute kidney failure). The data was obtained from the Ibn
Sina Hospital in Mosul city in 2024 depending on the blood test (serum) of the kidney failure disease. Two samples were taken,
the first represented the first set (the infected persons) and the second one stood for the (uninfected persons). The analysis was

applied to the data using (R) package and (Matlab) package.
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3.2 Variables Description

In this research eleven explanatory variables were depended upon as shown in table (2)
Table (2): Description of the explanatory variables

Variables Variables description
X1 Sex: (1) male, (2) female
X, Age
X3 (1) smoker, (2) non-smoker
X, Urea in the blood
Xs Creatinin in the blood
X Calcium in the blood
X, Phosphorus in the blood
Xg Alki phosphate
Xq Glucose in the blood
X10 Albumin in the blood
Xi1 Total Peliropin

As for the response variable (y), it is a dummy variable as (0) represents the first set (infected) and (1) represents the second set
(uninfected).

3.3 Data Statistical Analysis

After conducting the primary analysis in (Matlab) package, it was found that the number of the uninfected persons with acute
kidney failure is (85) patients and with a percentage of (56.67%), while the infected persons were (65) unindividuals, with a
percentage of (43.33%) as shown in table (3).

Table (3): shows the statistical data for the variables

Variable Mean (0) Mean (1) StDev (0) StDev (1)
X1 1.38460 1.50590 0.50293 0.49029
Xq 0.65108 0.71953 15.15097 18.88220
X3 1.56920 1.61180 0.49024 0.49904
X4 0.69277 0.85129 12.01546 64.19588
Xs 0.68508 0.87976 0.39695 2.65029
X 0.60123 0.78929 1.21993 1.58184
X7 0.60646 0.72553 1.10037 1.34026
Xg 0.61631 0.75506 84.06050 134.72561
Xg 0.70462 0.78929 48.97729 54.54110
X10 0.70462 0.77753 0.66605 0.79066
X11 0.91338 0.95424 0.50293 0.49029
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3.4Test of the Means of To Sets
To test the existence of a difference Dbetween two means of sets, we wuse Wilks’sLambda
Distribution test as shown in table (4):
Table (4): Wilks’sLambda Distribution test

Test of Function(s) Wilks' Lambda Chi-square Df Sig.

1 472 107.237 10 .000

From table (4), it is noticed that sig. value is zero, which is lower than the significance level (0.01) and therefore, the
hypothesis is rejected and the alternative hypothesis is accepted. This refers that there is a difference between the means of the
two sets. Also, it is noticed that Wilks'Lambda statistics is close to the zero and eventually, the discrimination function has the
ability to discriminate and classify the observations in accordance with the real population.

3.5 Finding the Estimate Values of the Function Parameters

The linear discriminant function can be determined through extracting the values of the function parameters depending on the
following formula:

a=S"1X; -X,)

Z =0.19132X;; — 0.02534X,, — 0.51980X;; — 0.01555X;, — 0.42405X;5 — 0.26021X;5 — 0.30921X;, — 0.0097X;5

— 0.00545X; + 1.40889X;,, — 0.7242X;1,

3.6 Testing the Significance of the Linear Discriminant Function
In order to test the significance of the discriminant function and its ability to discriminate the populations, the two following

tests can be applied:

First: Testing by using Hotelling T2
In this test, the significance of difference will be identified depending on Hotelling T2, as shown in equation (4) and D?
will also be found through equation (5), as shown below:
D2 =5.0150
T2184.7191
Due to the difficulty of finding the table value and due to the unavailability of such tables, the value of table F can be taken

directly from equation (6), as follows:

Ft t—85+65_11_1(1847191)—15658
St 85+ 65— 211 o =

Through the Hotelling T2 and changing it into F test and comparing the calculated value of F with the table value of F at a

significance level of (0.01), as:
tab.F=F(0.01,11,138)=2.4045
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As the calculated F value is higher than the F table value, then we reject the null hypothesis and accept the alternative hypothesis.
This refers that the linear discriminant function is efficient in discrimination, i.e. the difference are significant between the two
sets, at least for one variable.
Second: Testing the Significance of the Discriminant Function using the Variance Analysis Table

It is also possible to test the significance of the discriminant function using the variance analysis table as shown below:

Table (5): variance analysis table

S.0.V. d.f SS MS Cal.F
Between Xs 11 6.2573 0.5688 15.652™
Within Xs 138 5.0150 0.03634

Total 149 11.2723

From table (5), it was noticed that cal.F=15.6528 is higher than Table F value (tab.F=2.4045) and this means that the discriminant
function can be relied upon to classify and item to one of the set and also means that there is at least one variable that can be
relied upon.
3.7 The Cut Point
For the purpose of classification, a cut point should be found that separates the two sets, depending on equation (11)
Cut Point= -4.4567
To obtain the classification equation (W) the cut point can be merged with the discriminant function, as follows:
W = 4.4567 — 0.02534X;, — 0.01555X;, — 0.42405X;5 + 0.26021X;5 — 0.30921X;, — 0.0097X;5 + 0.00545X,0 +
1.40889X,1,
3.8 Methods used for Selecting the Variable of the Discriminant Function
Through testing the Hotelling T2 and the variance analysis table, it is clear that the variables used for discrimination are
significant variable, at least one variable, and can be used for the discrimination between two populations. But, these two tests
didn’t show which variable(s) are of important effect in discrimination and therefore, Roy-Bose method should be used in
addition to t test to identify the variables with important impact in the discriminant function, which is a common method in the
discriminant analysis.
1- The Confidence Intervals of Roy-Bose
To identify the significant variables, we should determine the confidence intervals to identify the significance or the
insignificance of the explanatory variables, we apply equation (11). It was clear that all the explanatory variables are significant
except for the variable (xs) as the inequality included zero, as shown in the discriminant equation.

Z=0.31150 X;; -0.02560 X;, -0.01570 X, -0.39499 X; -0.25777 X;s — 0.31135 X, -0.00979 X5 -0.00578 X;¢ + 1.39065 X, -

0.66893X;,,
For the purpose of classification, we find the cut point, that equals
Cut Point = -4.14002
W=4.14002 40.31150X;; — 0.02560X;, — 0.01570X;, — 0.39499X;5 — 0.25777X;5 — 0.31135X;, — 0.00979X;5 —
0.00578X;9 + 1.39065X;,, — 0.66893X;,,

118



Iragi Journal of Statistical Sciences, Vol. 22, No. 2, 2025, pp (108-125)

2-t-Test

After determining the parameters of the discriminant function, the significance of the variables involved in the analysis and the
ability of each variable to contribute in the discrimination process in order to omit or to exclude the unimportant variables in the
classification. So, t- test was used to test the significance if the variables depending on equation (2):

Table (6): variance analysis table

X Cal.t

Xy 2.9838
X 0.1845-
X3 1.0629
X4 0.2034-
Xs 4.4613-
Xe 3.9850
x; -6.2672
Xg 0.0641-
Xo 0.0566-
X10 10.2545
X11 0.7886-

From table (6), it is clear that the variables (x4, x5, x¢, X7, x10) are significant.

3.9 The Discriminant Function is Calculated Depending on the Variables that were Selected in the t-Test:

Z = 0.41026X;; — 0.56422X;5 — 0.09957X;s — 0.57392X;, + 1.21231X,1,

For the purpose of classification, we find the cut point, which is:

Cut Point=1.7061

W = —1.7061 + 0.41026X;; — 0.56422X;5 — 0.09957X;s — 0.57392X;, + 1.21231X;1,

To classify any item depending on the function (W), we substitute the dependent variables that are related to this item in the
equation and if W>0 that means it belongs to the first set (kidney failure patient), but if W<0 this means that the item belongs
to the second set (uninfected person).

3.10 The Fuzzy Discriminant Function

Data is transformed into fuzzy values using the Gaussian Function using the Gaussian Function and this depends on identifying
the fuzzy sets and determining the membership degree for each point and then the fuzzy discriminant functions are applied.

Table (7) shows statistical data of the two sets after the data was fuzzed.
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Table (7): The statistical data of the variables

Variable Mean (0) Mean (1) StDev (0) StDev (1)
Xq 0.2426 0.2580 0.0640 0.0624
X, 0.7198 0.6514 0.2297 0.2880
X3 0.6601 0.6429 0.0663 0.1051
X4 0.8514 0.6928 0.1075 0.3077
X5 0.799 0.6855 0.0527 0.3462
Xg 0.7888 0.6015 0.2334 0.2811
Xy 0.7244 0.6063 0.2292 0.2635
Xg 0.7550 0.6162 1.8952 0.2734
X 0.7896 0.7051 0.2292 0.2781
X10 0.7778 0.7051 1.8952 0.2781
X11 0.9535 0.9128 0.2281 0.1360

3.11 Testing the Means of the Two Sets

To test whether there are differences between the means of the two sets, Wilks’s Lambda Distribution test was used, as

shown in table (8):

Table (8) shows the results of Wilks’s Lambda Distribution test

Test of Function(s)

Wilks' Lambda

Chi-square

Df

Sig.

1

.702

50.378

11

.000

From table (8) it is noticed that the value of sig. is zero, which is lower than the significance level (0.01) and so the hypothesis

is rejected and this shows that there is a difference between the means of the two sets.

3.12 Finding the Estimated Values of the Function Parameters

The linear discriminant function can be calculated as the values of the function parameters can be determined depending on the

following formula:

a=S"1(X; —Xp)

Z =-2.63729 X;; + 0.7589X;, + 7041X;5 + 1.1442X,, + 2.6424X;5 + 1.6019X;5 + 1.0837X;, — 0.1334X;5 + 1.0036X;9 +

0.7622X;10 + 3.6991X;;;

3.13 Testing the Significance of the Linear Discriminant Function

To test the significance of the linear discriminant function and the its ability to discriminate between the research populations,

the following two tests can be applied:
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First: Using Hotelling T2 Statistics
In this test the significance of the differences will be identified between the means using Hotelling T2 as shown in equation (5).

D? is found by equation (4), as follows:

D? = 1.4800

T? = 54.5133

Due to the difficulty of finding the table value and due to the unavailability of such tables, the value of table F can be taken
directly from equation (6), as follows:

Ftest = 3.1820

Through the test Hotelling T? and changing it into F test and comparing the calculated values with the table F value at a
significance level of (0.01):

tab.F=F(0.01,11,138)=2.375

As the calculated F value is higher than the F table value, then we reject the null hypothesis and accept the alternative hypothesis.
This refers that the linear discriminant function is efficient in discrimination, i.e. the difference are significant between the two
sets, at least for one variable.

Second: Testing the Significance of Discrimination Function using the Table of VVariance Analysis

It is possible also to test the significance of the discriminant function through the a table for variance analysis, like in
the case of table (9).

Table (9): Discriminant variance analysis

S.O.V. d.f SS MS Cal.F
Between Xs 11 0.545 0.0495 4.95™
Within Xs 138 1.4800 0.010

Total 149 2.025

From table (9), it is observed that the value of cal.F=4.95 is higher than the F table value (tab.F=2.4045) and this means that the
discriminant function can be relied upon to classify any item to one of the sets. It also means that there are, at least, one variable

that can be relied upon.

For the purpose of classification, a separating point should be found that separates the two sets, depending on equation (11) as

follows:

Cut Point= 8.7632

To obtain the classification equation (W), the cut point (CP) could be merged with the discriminant function (Z) and as follows:
W = —8.7632 + 1.1442X,, + 2.6424X;s + 1.6019X;, + 1.0837X,, — 0.1334X 4

To classify any item depending on the function (W), we substitute the values of the dependent variables of this item in the
equation. If W>0, this means that it belongs to the first set (infected with kidney failure), but if W<0, that will mean that the
item belongs to the second set (uninfected with kidney failure), i.e.:
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3.14 Methods used in Selecting the Variables for the Discriminant Function

Through the Hotelling T2 test and the table of variance analysis, it was evident that the variables used for discrimination are
significant variables and these variables can be used for the discrimination between two populations. But these two tests didn’t
demonstrate which of the significant variables are important in the discrimination and therefore, we will use the Roy-Bose
method and t test to identify the variables that are effective in the discriminant function and this is a common method in the
discriminant analysis.

First: The Confidence intervals of Roy-Brose

In order to identify the significant variables, we should find the confidence intervals of Roy-Brose and to identify whether the
variables are significant or not we use equation (13). It was clear that all the variables are statistically significant as the inequality

doesn’t include zero except for the variable X3, and this means that the variable has different mean in both sets.
The Discriminant Analysis using the Variables of Confidence Intervals of Roy-Brose

After identifying the important variables, we conduct the discriminant analysis for the variables of Roy-Brose.
a=S"1X, —X,)
2,75221
Z = — 2,75221 X;; + 0.82781X;, 4+ 1.3398X,, + 2.5027X;5 + 1.40551X;5 — 0.94550X;, + 1.86265X;5 + 3.7706X;5 —
2.9584X,,, + 3.76381X;1;
For the purpose of classification, we find the cut point that equals:
Cut Point= 274.0232
W= 274.0232 — 2.75221X;, + 0.82781X;, + 1.3398X;, + 2.5027X;5 + 1.40551X;s — 0.94550X;, + 1.86265X,5 +
3.7706X;9 — 2.9584X;,0 + 3.76381X,1;
Second: t Test
After calculating the variables of the linear discriminant function, it is necessary to identify the significance of the variables that
are involved in the analysis and the ability of each variable to contribute in the process of discrimination in order to omit or
exclude the variables unnecessary in the classification. So, the t test was used to test the significance of the variables depending
on equation (6). We determine the value of calculated t (|Cal. t|) and then compare it with the table t value at a significance
level of (0.01) and a degrees of freedom of (n;+n-2), as follows:
tab.t=to 005, 85+65-2=2.629
table (10) shows the results of t test for the difference between two mathematical means.
Table (10): The result of t test

Explanatory variables Cal.t
X1 1.46715-
x5 1.62487
X3 1.23436
X4 4.42173
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Xs 5.11617
X6 447115
x; 2.95800
Xg 3.67970
Xo 2.05069
X10 1.73616
X11 2.01370

From table (10) it was evident that the variables x,, xs, x¢, x5, xg are significant

3.15 Calculating the Discriminant Function Depending on the Variables that were Selected by the t-Test

Z = 2.04556X;, + 1.13220X;5 + 2.57220X;4 + 1.74360X;, + 0.47555X;4

For the purpose of classification, we find that the cut point equals:

Cut Point= 7.3849

W = —7.3849 + 2.04556X;, + 1.13220X;5 + 2.57220X;4 + 1.74360X;, + 0.47555X ;¢

4.Conclusion
After making sure of the availability of the two methods of the traditional discriminant analysis and the fuzzy discriminant
analysis, which is the nature of the data and the condition of the inequality of the means of the two sets and the significance
of most of the affecting factors, the suitability of the discriminant function was reached using the methods of the traditional
discriminant analysis and the fuzzy discriminant analysis for the data of the kidney patients, i.e., it is possible to use them in
discriminating and classifying the new items (infected — not infected) according to the set of the explanatory variables.
When applying the confidence intervals by Roy-Bose to select the most important explanatory variables, the same results were
obtained in the test of the variables that were entered to the traditional discriminant function and the fuzzy discriminant
function as all the explanatory variables except the variable (x5) which stood for (smoker, non-smoker). When applying the t
test to the important variables in the traditional discriminant analysis method, the variables (x;, xs, x4, x7, x10) Were selected,
but in the case of the fuzzy discriminant analysis the variables (x,, xs, x4, X7, Xg) Were the ones that were chosen.
It was proven that the fuzzy discriminant method is betted that the traditional analysis and that was done through relying on
the mean square error as its value was lower in the fuzzy discriminant analysis. And It is recommended not to use the fuzzy
discriminant analysis method as it doesn’t depend on the size and nature of the data, but only on the characteristics and type
of that data and it also gave the leas error to the function.
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