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The research aims to study kidney failure by analyzing the relationship between it and a set
of independent variables. To achieve this, a method was proposed that relies on reducing
the number of independent variables used in binary logistic regression. The method relies
on merging the independent variables with the dependent variable using cluster analysis, to
improve the accuracy of the model and obtain the best possible results. The proposed method
was applied to a sample of 142 individuals to study the relationship between the response
variable (renal and non-renal failure) and independent variables such as gender, age,
smoking, urea, creatine, and calcium. The results showed that the proposed method
succeeded in reducing the number of independent variables and provided an ideal model
that classifies the data with high accuracy. The resulting model focused on the two most
influential variables, urea and creatine, and achieved a high classification rate of
94.4%.,The proposed method proved effective in reducing the number of variables and
achieving accurate results in classifying data related to kidney failure.
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1. Introduction

Logistic regression seeks to identify the most appropriate model that can explain the relationship between the response variable
and the set of predictive (explanatory) independent variables by modifying the formula of the regression coefficients to predict
the probability of the existence of a logit transformation variable. This model is used in the case of a two-level response variable.
(Two classifications). Researchers (Thompson & et al., 2015). studied the prevalent causes of mortality for Albertans with
chronic renal disease who passed away between 2002 and 2009. This work was funded by an Alberta Heritage Foundation for

Medical Research (AHFMR) Chronic Disease Multidisciplinary Collaboration Team grant, and multinomial logistic
regression,(Aglan, & €t al., 2017) A variety of methods, including decision trees and logistic regression, were used to analyze

historical patient data related to chronic renal disease in the United States,(Cheng & eta,2020)Using univariate logistic regression

to identify relevant variables, a model is created to predict how individuals with diabetic kidney disease will advance to renal
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failure, (Bai & et al.,2022) Studying the risk of end-stage kidney disease by applying machine learning using logistic regression,

(Khan & et al.,2024) Studying different machine learning models, including logistic regression, random forest, decision tree,
nearest neighbor, and support vector machine for predicting chronic kidney disease.

In this research, kidney failure was studied by applying a proposed method based on logistic regression and cluster analysis to
reduce the dimensions of the variables

2. Material and Methods

2.2 Logistic Regression

Logistic regression was discussed due to its importance, especially in medical studies, as in many cases the phenomenon to be
studied does not represent quantities, but rather represents categories or characteristics. These categories may be multiple (more
than two), such as the region variable (north, south, east, west). This variable may be binary (two categories), such as (smoker,
non-smoker) or (suffering from kidney failure or not), and many other examples.

2.3 Logistic Regression Model

Logistic regression is one of the popular multivariate statistical analysis models used to establish a multivariate regression
relationship between dependent and independent variables (Wubalem & Meten, 2020)( Pradhan & Lee,2010).1t can be expressed
mathematically (Alshebly & Ahmed,2019)(Ali & Taha,2025)

P="14c &)
Where
P: is the probability that varies from zero to one. Z is the linear combination of the predictors and varies from — 1 <z < 0 for
higher odds to 0 < z < 1 for odds of higher. Z can be defined as: (Ibrahim, et al.,2020)( Sujatha & Sridhar,2021)( Ebrahimi ,&

et al.,2021).
Z = Bo + Prxs + Boxz + Paxz + - + By (2)
where x1, x2, x3 ... xn are independent variables, Bo is the intercept of the slope of logistic regression analysis, and 1, 52, 53
... Bn are the coefficients of the logistic regression analysis.
2.4 Quality of Conformity Test (Hosmer & Lemeshow)
This test is used to determine whether the model represents the data well or not. The Chi-square test of goodness of fit is used

to evaluate the difference between the observed and expected values and to test the following hypotheses. ( David, & et al.,

2013)
HO: The observed cases of kidney failure patients are equal to the predicted cases.
H1: The observed cases of kidney failure patients are not equal to the predicted cases.

The test format is as follows

g
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whereas
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ny. represents the total number of cases,0,, = Zf:"l y; The sum of real values,P, = ¥,°% - Average predicted values.
'k

88



Iragi Journal of Statistical Sciences, Vol. 22, No. 2, 2025, pp (87-95)

2.5 Cluster Analysis

One of the essential statistical analysis techniques is grouping cases according to specific criteria, and then organizing the cases
into groups so that the examples in each group are similar (Essa & Shihab,2023). One of the most popular approaches is this
one, which divides the study data into a hierarchy of interconnected clusters rather than multiple clusters in a single step. This
explains how the clusters are connected through overlapping series to create a hierarchical shape. The two sections of this
analysis are the hierarchical analysis of variables (variables) and the hierarchical analysis of cases (cases). (Hardle& Simar,2015)
(Hamad,2023).

2.6 Hierarchical Cluster Analysis

This approach, which is regarded as one of the best ones, shows how to connect the clusters by overlapping the series to create
a hierarchical form known as the dendrogram. Rather than breaking the study data up into several clusters in one go, this approach
creates a hierarchy of interconnected clusters. This method does not require prior knowledge of the number of clusters; it often

works by aggregating tiny clusters into bigger groups (the aggregative method) or partitioning large clusters into smaller groups
(the partition method). The following figure shows this process. (Manasa, & et al.,2024)( Sarma & Vardhan.2018) (Adel &
Rashed .2021)
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Figure 1. Hierarchical clustering
https://www.datacamp.com/tutorial/introduction-hierarchical-clustering-python
2.6 Typing Techniques for Hierarchical Clustering
Although there are many other kinds of cluster analysis techniques, the following are the most crucial ones:
2.6.1 Single Linkage Clustering
This is one of the simplest and oldest clustering methods. It relies on the distances or similarity coefficients between pairs of
elements to determine the links. The process begins by treating each element as a separate cluster, and then the two closest

elements (closest in distance in the distance matrix) are combined to form a new cluster. The distance between the new cluster
and the rest of the clusters is calculated using the formula (Essa, & €t al., 2023):
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where i and j represent the elements in clusters | and, J respectively.

2.6.2 Complete Linkage Clustering

Also known as the Farthest Neighbor method, this method starts by merging the two nearest elements to form a new cluster
nucleus. It differs from the Single Linkage method in that it measures the distance between the new cluster and the rest of the
clusters using the largest distance between any two points in each of the two clusters. The distance between the two clusters is
calculated using the following formula (Essa, & et al., 2023):

di; = max(dy;,dzj)

where i and j represent the elements in clusters | and, J respectively.

2.7 Proposed Method

Identify the influential variables and their relationship to the dependent variable based on the concept of cluster analysis through
the following steps

1- The independent variables were clustered to determine the number of clusters

2- The independent variables were clustered with the dependent variable

3- Choosing the independent variables that are included in one cluster with the dependent variable

4- Apply logistic regression

5- Determine the significant variables based on the Wald test

6- Selecting significant variables and modeling them using logistic regression

7- Examine the model using the Hosmer and Lemeshow test

8- The model is not significant. Go to step 2

The following diagram shows the proposed method
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Figure (2): Stages of the proposed method
3. Application
The data was obtained from Al-Zahrawi Hospital in the city of Mosul, which represents 6 independent variables. These variables
were chosen based on previous studies on kidney failure, and their effect was studied on 142 people.
Table (1) Study variables

dependent variables The description
v 0 The person does not have kidney failure
1 The person has kidney failure
Independent variables The description
1 Male
X1 (Gender) 5 Female
X2  (Age) The person’s age.
. 0 The person is a non-smoker
X3(Smoking) 1 The person is a smoker
X4 (Urea) (10-50) The normal percentage of urea in the blood
X5(Creatine) (0.6-1.0)  The normal percentage of Creatinine in the blood
X6 (Calcium) (8-10) The normal percentage of Calcium in the blood

Table (1) shows the variables that were recorded for several people, which will be clustered based on Hierarchical
cluster analysis. The following figures show the number and stages of cluster formation in addition to the groups of variables
that were linked together at each step of the analysis.

General diagnosis of independent variables Three groups for the independent variables
38.34 3834
> 5889 > 5889
w w
79.45 79.45
100.00 P ‘ ‘ 100.00 T
Gender Smoking Urea Creatine Age Calcium Gender Smoking Urea Creatine Age Calcium
Variables Variables
Figure(3): clustering variables In one cluster Figure(4): clustering variables In more than cluster

The furthest neighbor approach was applied in the figures (3) and (4). This technique tends to create clusters with comparable
diameters and guarantees that all variables in a cluster are within a maximum distance. Figure (3) also shows that the number of
clusters for the influential variables is three clusters. This result was adopted and the variables were clustered; figure (4) shows
this. The result of the clustering of the variables is shown in the table (2).
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Table (2) Cluster aggregates

Cluster Variables

Cluster 1 Gender Smoking Urea Creatine
Cluster 2 Age

Cluster 3 Calcium

Table (2) represents three clusters, the first cluster includes (Gender Smoking Urea Creatine), the second (Age), and
the third cluster (Calcium)

The next step is to enter the dependent variable with the clusters using the furthest neighbor technique, and the figure (5) shows
this

Add the dependent variable

3834

58.89

79.45 r_‘
100.00 ——1
y Urea Creatine  Gender  Smoking Age Calcium
Variables

Similarity

Figure(5): Clustering independent variables with the
dependent variable
Figure (5) shows the cluster of variables (Gender Smoking Urea Creatine), which represents the first cluster with the dependent
variable

Table (3) Cluster totals with the dependent variable

Cluster Variables
Cluster 1 Y, Gender, Smoking, Urea & Creatine
Cluster 2 Age
Cluster 3 Calcium

Based on the results shown in Table (3), the first cluster was chosen, which represents the variables (y, Gender, Smoking, Urea

& Creatine), which is considered the basis for applying the logistic regression model and testing the significance of the variables
using the Wald test.

Table (4) Wald test value and parameters values

variables B S.E. Wald df Sig.
Urea .062 .017 13.700 1 .000
Creatine .601 .250 5.779 1 .016
Gender(1) -20.023 21516.002 .000 1 .999
Smoking(1) 19.498 21516.002 .000 1 .999
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Constant -9.335 2.512 13.809 1 .000
Table (4) shows the significance of the variables (Urea & Creatine) that will be entered into the binary logistic regression model.

Table (5) Wald test value and parameter values after
excluding non-significant variables

B S.E. Wald df Sig. Exp(B)
Urea .064 .017 14.425 1 .000 1.066
Creatine .548 234 5.491 1 .019 1.731
Constant -9.440 2.437 15.005 1 .000 .000

Table (5) shows the significance of the variables (Urea Creatine), which represent a binary logistic regression model
y; = —9.440 + 0.548x5 + 0.064x, + ¢; (4)
The equation (4) represents the estimated logistic model for studying the disease of kidney failure. To test the significance of
the model, the Hosmer and Lemes test was performed, and the test value was (Sig = 0.999), which is a significant value, meaning
that the model is significant.
The likelihood ratio for the desired event (O), which is within the period (0,0), is as follows.
0 = g~9440+0.548x5+0.064x6 (5)

The formula for the response probabilities for the logistic regression model within the interval (0,1) is written as follows.

bi = 1/e—(—9.44—0+0.548x5+0.064x6) (6)

Equations (5) and (6) can be interpreted through urea and creatine variables. We find that the urea variable contributes to the
effect on the dependent variable (YY) where the effect value is (0.548) and that a change in urea by one unit will lead to an increase
in the probability of contracting the disease by (0.548) of the logarithm of the odds ratio. As for the creatine variable, it
contributes to the effect on the dependent variable (Y) where the effect value is (0.064) and a change in urea by one unit will
lead to an increase in the probability of contracting the disease by (0.064) of the logarithm of the odds ratio. The percentage of
description and accuracy are shown in the tables(6)

Table (6) Classification Table

Percentage
Y Correct
0.00 1.00
y .00 12 5 70.6
1.00 3 122 97.6
Overall Percentage 94.4

Table (6) shows the classification percentage of the model estimated based on cluster analysis for patients with kidney failure,
where the percentage was (94.4)

4.Conclusion

The significance of the urea and creatine variables was revealed through the analysis of the study variables. The effect of their

elevation indicates the presence of kidney failure through the efficiency of applying the proposed method, which included
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grouping the important independent variables with the dependent variable in one group and excluding the unimportant variables,
reducing the independent variables, and obtaining the best model representing the study.
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