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1. Introduction

In GIS, deep learning has become a crucial part of spatial analysis. Reprocessing techniques have been leveraged with
these tools and methods to solve problems in three main areas: categorization, object identification, and feature
extraction [4]. Due to the unavoidable impact of spatial resolution, spectral resolution, radiometric resolution, and other
parameters in remote sensing image acquisition, the remote sensing approach has the complete potential to obtain rich
information data from the surface. On top of that, satellite images are the most common approach to collecting
information about geography [7], and there are numerous applications for satellite image analysis across an assortment
of occupations, such as design, construction, urban planning, and object detection [9-12].

Recent research focused on analyzing remote sensing data using machine learning and deep learning models has
distinguished between two classification approaches: supervised and unsupervised learning. Some recent studies have
combined these two methods to obtain hybrid techniques that yield better results, deep learning models had employed
to construct intelligent systems for the Internet of Things (10T) and remote sensing data.

For civil engineering, a deep learning application with ArcGIS software tools that used to construct a 2D model for a
city that implemented using stereo satellite images [16].

This work aims to show how to distinguish whole buildings as much as possible from satellite images that used as input
data for processing and with high-resolution to improve the capacity of deep learning approaches for detecting and
accurately segment the specified objects with rich visualization and high performance.
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Consequently, in the next section, an automatic deep learning model has applied to detect building Objects from AOI
training samples had implemented besides sequence steps, which clarified in  Figure (1).

2.  Literature Review

Deep neural networks (DNN) are increasingly being accelerated in various applications, particularly in data processing,
data analysis, and predictive and knowledge portals. DNNs have achieved a significant role in numerous fields,
especially in image processing and handling big data. Remote sensing data offers rich spatial and spectral information.
Traditional GIS-based feature extraction relied on manual or semi-automated approaches, which are time-consuming
and prone to human error. Deep learning, particularly Convolutional Neural Networks (CNNs), has emerged as a
powerful tool to automate and enhance feature extraction. Various studies have extracted different objects land cover
building and road.[2] that improve the performance of remote sensing big data analysis by advancement in information
technology and machine learning algorithms using CNN (Convolutional Neural Network) to extract buildings and
vehicles from high-resolution satellite image with improved accuracy. [5] Used a U-Net-based architecture for extracting
buildings from large-scale remote sensing data, although initially designed for biomedical segmentation, U-Net has been
widely adopted for building extraction due to its ability to perform pixel-level classification demonstrating superior
performance compared to traditional methods. In the other hand [9] applied U-Net and deep learning model for building
extraction from aerial imagery Incorporated attention mechanisms into the U-Net model to focus on relevant features,
significantly improving building extraction accuracy.[14] developed multitask deep neural network for segmentation
building objects from other land cover patterns with results of enhancing the models contextual understanding
simultaneously. While in [15] authors discussed generalization issues, computational demands, and the need for explain
ability in deep learning models for building extraction. Authors in [22] introduced a multi-scale CNN approach for
building extraction, which improved the detection of buildings of various sizes significantly improving building
extraction accuracy. However, the current study training deep learning model via ArcGIS Pro tools is challenging to
extract building from high-resolution data to improve the efficiency of implemented model. This work aims to show
how to distinguish whole buildings as much as possible from satellite images that used as input data for processing and
with high-resolution to improve the capacity of deep learning approaches for detecting and accurately segment the
specified objects with rich visualization and high performance

Consequently, in the next section, an automatic deep learning model has applied to detect building

objects from selected study area samples had implemented besides sequence steps that clarified in

Figure (2).
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Figure (1) Workflow steps for deep learning model
Based on Figure (1), the following sections illustrated:
3. Materials and Methodology

This section includes the workflow of the deep learning method implemented in this study, as described in Figure.1,
ArcGIS Pro version 2.8.1, utilized to illustrate the processing steps for this study. According to available methods for
extracting different types of buildings, most of them use manual digitizing. Thus, this is a significant tension and time-
consuming [12].

Consequently, artificial intelligence techniques are increasingly developed, integrated, and built Into the software to
analyze big data for extraction, segmentation, and classification methods from Remote sensing data [9]. ArcGIS Pro
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software is a fully functional desktop GIS application from Esri for experts to create 2D maps and 3D sceneries, explore,
visualize, and analyze data (Big data, remote sensing data) [11] The details about each section of workflow process
were clarified as the following:

3.1. Data and Materials
According to the organization of process input data image with a high resolution near (15-25 cm), three bands (Red,
Green, Blue) and 8-bit depth that taken from Esri web site [https://www.esri.com]. ArcGIS Pro software version 2.8.1
and Deep Learning tools that had implemented for this work.
As noted from the previous studies, the deep learning model needs time to match the training samples suggested with
the training sets [15]; thus, from the input data, the AOI was captured as shown in Figure(2) to be ready for training this
will consume the time for processing and get accurate outfit[20].

Figure (2) Study area section

Figure (2), illustrate the whole part for the current study location and from the suggested part (AOI) Area Of Interest
for processing. Generating suggested study area (AOI) from satellite image data for training that is needed in this work
is the first step to creating and preparing the study area, as shown in Figure(3), and choosing features by opening
geoprocessing tools and implementing the Label Objects option for Deep Learning Tools to collect and generate objects
from the data set.

Figure (3) Selected area of Interest (AOI)
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2.2. Train DL Model
The building detection approach used in this paper is a model method of type Mask R-CNN. Thus, all buildings on
satellite images are 2D structures that mostly made up of regions having borders being straight lines. The consecutive
lines combine pixels in an image [8]. However, the input image were 2D (two dimension) with high resolution has
implemented in the processing.
Consequently, building detection algorithms first extract the pixels that compose line segments using an edge detection
process [20].
The efficiency of GIS applications combined with machine learning and deep learning approaches to detect buildings
[17]. An automatic training model has implemented to extract structures using geoprocessing and environment tools [3],
as shown in Figure (4). After adding the area of interest to Arc GIS Pro view to segment the exact objects, building
features have distinct shapes that the zooming operator had done to detect most buildings exactly [18].

Figure (4) Detecting objects from (AOI)

According to processing for the proposed model sequential steps had implemented through ARC GIS Pro applications
and geo processing tools window specifically to set the parameters for the input raster image and pertained model,

Furthermore, select the type of display, which includes the cell size of each segmented object that depends on the
resolution of the raster image [11], according to the input image it's expected the cell size value be 0.2. In addition,
defining the processor type to display the output layer after extracting the building is necessary, as mentioned in
Figure(5), CPU processor was chosen for execution.

Figure (5) Extracted Building Objects

As illustrated from figure (5) regularization process needed to separate each selected object accurately and avoid
overfitting this is so significant in machine learning methods. The goal of regularization is to encourage models to
learn the broader patterns within the data rather than memorizing it [22].
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AS described in this work, footprint building model the regularization process in Arc GIS Pro tools represented by
digitizing operation applied during training to segment the boundary for each building not be
sufficiently accurate , as displayed in Figure(6) .

Figure (6) Regularization Process

4.  Performance Criteria

The examination for current work that related to extract and detect building objects focus on statistics calculations
according to that accuracy assessment (AC) and mean square error (MSE) [15] approaches were included in testing
efficiency of the current study.

The accuracy assessment approach is a significant process to test the efficiency of the executed algorithm for remote
sensing data processed with all machine learning algorithms and techniques that still represent an active part of the
applied work [19] [7]. Based on this, the performance described with a set of parameters in the confusion matrix,
indicating the training model's activity in deep learning tools through ArcGIS Pro and identifying the parameters
representing the case of implemented prediction. Thus, there were objects ideally detected that were determined by the
value (TP) True positive, and the value (TN) True negative refers to the things not seen and correct (not building). In
contrast, the value (FP) False Positive indicates the objects (building) predicted but not correctly, and the discount
applied for assigned that there are no objects mentioned to facilities and not expected as objects identified with (FN)
False Negative [21].

Consequently, table (1) illustrates the precision accuracy (Pre) of the model applied by calculating the ratio between
values for predicted objects as mentioned in equation (1)[21], and the accuracy (Acc) performed as clarified in
equation(2)[21].

Pre = ——— @

TP+TN

ACC = T Y FN+ FP+TN

(2)

To avoid the intersection between detected objects correctly, equation (3) clarified the ratio(R) between the things that
predicted positively [22]. This can indicate the regularization approach [15].

TP

R=1pTFN

(3)
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Furthermore, to increase the efficiency of the current work root mean squared error (RMSE) has applied to test the
amount of error and evaluate the mean squared differences between observed and predicted values [15] as described in
equation (4)

RMSE = |y (=02 @)

=17

Where: N is the digital number DN of dimension for raw input AOI
Y is the observed values from AOI
Y~ is the predicted values from AOI

Table 1: Performance of the Model

Data Performance criteria
Observed Input AOI Pre Acc R RMSE
0.67
Predicted Extract .
vallies xtracted 0.801 0.863 0.872 0.38
Regularization 0.897 0.910 0.892 0.202
process

5. Results and Discussion
This paper outlines a model for extracting building footprints from satellite images using a deep learning approach
integrated with GIS Pro tools. This method significantly enhances the efficiency and accuracy of results compared to
traditional digitizing techniques, as demonstrated in Figures 4, 5, and 6. These figures illustrate the automatic training
process of input data samples, which isolates building objects from others. Although the building boundaries in Figure
5 look good, there are still some unclear pixels between distinct objects, indicating that the deep learning model's training
was not sufficient, complicating the processing flow.

In GIS applications, regularization techniques are used to accurately normalize object extraction and improve detection
accuracy. Figure 6, along with equation (3) and the R value in Table 1, shows the precision and accuracy of detected
objects. The Pre and Acc values demonstrate the model's effectiveness in isolating true, positive, and negative objects.

Manually digitizing building footprints is a labour- intensive and error-prone process. However, technological
advancements, such as higher resolution imagery and faster computing speeds, have made object and pattern detection
algorithms more convenient, faster, and highly accurate, providing rich information with high performance. Deep
Learning (DL) algorithms, which use neural networks similar to the human brain, make decisions when faced with
choices.

Combining deep learning methods with remote sensing can greatly improve accuracy and efficiency compared to
traditional object detection and feature extraction techniques.

6. Conclusion

This study highlights the significant potential of a deep learning model for extracting building footprints from satellite
images through an automatic training model. Integrating deep learning with GIS Pro application tools enhances the
efficiency and accuracy of the results compared to traditional digitizing methods, as illustrated in Figures 4, 5, and 6.
These figures demonstrate the flow process of how input data samples are automatically trained to isolate building
objects. However, the output results reveal that while the building boundaries appear well detected.
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The research introduces a particular approach to building footprint extraction by combining deep learning with GIS Pro
tools, streamlining the process and improving accuracy. Furthermore, the applied method significantly improves
the detection and boundary delineation of buildings, as evidenced by the results in Figures 4, 5, and 6.the more.

The automatic training model simplifies the workflow, reducing the need for manual intervention and accelerating the
processing time. In The deep learning model effectively identified building boundaries, although some obscure pixels
between objects indicated areas for further refinement.

Implementing a regularization process within GIS applications helped normalize object extraction, thereby increasing
the accuracy of detected objects. This technique is included in the ARC PRO software library tools and proved effective
in enhancing model performance.

The precision and accuracy metrics (Pre and Acc values) highlighted in Table 1 confirm the robustness of the proposed
model in isolating true, positive, and negative objects, demonstrating its reliability for practical applications.

In summary, this research contributes a robust and automated solution for building footprint extraction, leveraging the
strengths of deep learning and GIS technologies to achieve high performance and accuracy.

For the future work, This approach shows great potential for applications in urban planning, environmental monitoring,
and disaster management, setting the stage for more advanced and efficient remote sensing methodologies.
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