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Thalassemia is a genetic disease that is transmitted from parents to children when both
parents are carriers of the genetic mutation. This change leads to a decrease in the number,
quality, and condition of red blood platelets and an increase in the rate of red blood platelet
damage, which leads to iron accumulation in the body and a decrease in hemoglobin in the
blood. This project aims to develop a model to predict thalassemia using the nearest
neighbor technique and the logistic regression model based on the model evaluation criteria:

Disease Prediction ,KNN Model accuracy, recall, precision, F1-score, and AUC. The data were obtained from Al-Hadbaa

Specialized Hospital in Mosul. The data set included 280 observations, of which 149
(53.21%) were thalassemia intermedia and 131 (46.78%) were thalassemia major. The data

was divided into 70% for training and 30% for screening. The experimental results showed
M . that the logistic regression model performed better than the nearest neighbor algorithm with
ohammed. F. Ali .. . S .
mohammed.22csp63@student.uom a precision of 96%, recall of 98%, and F1- score of 97% in the thalassemia intermedia
osul.edu.ig category, while it had a precision of 97%, recall of 95%, and F1- score of 96% in the
thalassemia major category, indicating that logistic regression performed well in
distinguishing between these two categories. it has been shown that logistic regression is
more effective than the K-nearest neighbor algorithm in classifying thalassemia patients,
especially those with thalassemia major. The study showed that the type of distance used in
the K-nearest neighbor algorithm, whether "Manhattan™ or "Chebyshev", has a significant
impact on the accuracy of predictions, with the highest accuracy reaching 95% when K = 4.
It was also shown that the difference between distance calculation methods and the K value
plays a major role in improving the classification results, as it was determined that the
optimal value for K is 4, which led to improving the accuracy of predictions. The researcher
suggests increasing the data size, as it is possible to improve the accuracy of models by
increasing the data size. In addition, the researcher recommends using other artificial
intelligence techniques, especially neural networks, to verify any additional improvements.
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1. Introduction
Thalassemia is one of the most common genetic disorders worldwide, especially in the Mediterranean, Middle East, and
Southeast Asia. It results from a deficiency in the production of hemoglobin, an essential protein that transports oxygen
throughout the bloodstream. As a result, thalassemia patients suffer from chronic anemia and a variety of other health problems.
Errors during the diagnostic process are one of the most significant problems in diagnosing thalassemia diseases. These errors
occur due to doctors' lack of expertise in effectively detecting thalassemia diseases. In the world of medicine and diagnosis,
the precise analysis required to distinguish between the different forms and severity levels of thalassemia is of the utmost
importance. The importance of classification lies in its ability to predict outcomes from new data samples and identify
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categories that were not part of the training process. The application of artificial intelligence methods to classify thalassemia
has greatly increased the accuracy and speed of diagnosis. This research explores the use of supervised learning methods to
classify thalassemia patients, which requires the addition of a target variable. In this study, we present a model for predicting
thalassemia treatment using the nearest - neighbor approach. Several studies have been undertaken to detect thalassemia
illnesses using machine learning techniques. The researchers used several machine learning methods to create a prediction
model for identifying thalassemia illnesses. This section discusses some prior studies on the prediction of thalassemia sickness.
(Yousefian et al., 2017) ) presented a study to predict diabetes in thalassemia patients using the Zafar dataset, with a sample
size of 256 observations. The researchers employed KNN and RBFN methods. The findings showed that RBFN performed
better than KNN, with an accuracy rate of 81%. (Hartini & Rustam, 2019) ) The study presented a new kernel-based technique,
derived from hierarchical density-based clustering (HCDP), using the k-nearest neighbor and hierarchical clustering. The study
was conducted on data from Harrapan Kita Hospital in Indonesia, which included 82 thalassemia patients and 68 non-
thalassemia  patients. ~ The  results showed that HCDP achieved an F1 score of 67.77%,
Which increased to 70.06% when combined with the kernel function (Borah et al., 2018) proposed a study that emphasizes the
importance of accurate diagnosis of hemoglobin and thalassemia diseases for effective treatment. They used machine learning
techniques such as logistic regression, support vector classifier, nearest neighbor algorithm, naive Bayes algorithm, perceptron
classifier, linear support vector classifier, stochastic gradient regression, decision tree, random forest, and multilayer
perceptron. They analyzed around 1500 blood samples for hemoglobin classification. KNN, decision tree, and random forest
performed the best, with a precision of 93.89%, recall of 92.78%, and F1 score 93.33%, making them the most effective in
classifying hemoglobin variants. (Paokanta et al., 2010) conducted a study to compare the performance of different
classification approaches by varying the data type to determine the most suitable data type about each approach. We used fJ-
thalassemia data to identify the genotype of fJ-thalassemia patients. The results of the study indicate that the data types can
serve as a nominal metric for Bayesian networks (BNs) and multinomial logistic regression, achieving accuracy rates of 85.83
and 84.25, respectively. Moreover, the interval metrics can be used well for K-nearest neighbors (KNN), the multilayer neural
network (MLP), and naive Bayes with an accuracy of 88.98, 87.40, and 84.25, respectively.

This study used two supervised machine learning algorithms to predict and diagnose beta-thalassemia patients in two groups
(thalassemia major and thalassemia intermedia) to select the best classifier based on several model performance evaluation
criteria.

2. Research Method

In this research, the researcher collected data on thalassemia patients from Al-Hadbaa Specialized Hospital for Blood Diseases
and Bone Marrow Transplantation in Mosul to train and test the KNN model and the logistic regression model. For
implementation and experimental testing, the researcher used the Python programming language. In addition, a statistical
method, which is Pearson correlation analysis, was used to visualize the data in addition to knowing the relationship between
the variables of thalassemia patient's data and the extent of their impact on the dependent variable. Figure (1) shows the
distribution of thalassemia disease in the data set. Where the green color represents the number of cases infected with
thalassemia intermedia, while the red color represents the number of cases infected with thalassemia major.
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Figure 1 Number of cases of thalassemia major and intermediate
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2.1 Dataset Description

In this study, the thalassemia patient dataset consists of 280 observations and 13 variables. Among the 280 observations, 149
(53.21%) had thalassemia intermedia, whereas 131 (46.78%) had thalassemia major. The dataset has no missing variable
values. Table 1 summarizes the thalassemia patient dataset variables. We use 70% of the dataset's observations for training and

30% for testing. Table 1 displays the variables from the thalassemia patient dataset used to train and test the KNN model.

Table 1. Recoding of thalassemia patient data variables

NO. Variable Description
1 Gender Gender (1= Males, 0= Females)
2 Age The age of a person
3 Splenic enlargement | enlargement (0= Normal, 1= enlargement, 2= Splenect
4 Heart disease Heart disease (0= NO, 1= Yes)
5 The growth is delayed The growth is delayed (0= NO, 1= Yes)
6 Osteoporosis Osteoporosis (0= NO, 1=Yes)
7 Blood transfusion Blood transfusion (0= NO, 1= Yes)
8 HB Hemoglobin blood for Males; HB < 13
Hemoglobin blood for Females; HB <11.5
9 MCV Mean cell volume; MCV< 80
10 HBA1l Intermediate 50% to 70%
Major 0%
11 HBA2 Intermediate 3% to 8%
Major 3% to 8%
12 HBF Intermediate 20% to 40%
Major> 90%
13 Diagnostic Diagnostic; (1=Thalassemia major,
O0=Thalassemia Intermediate)

We recorded the descriptive data and converted it to numeric data to standardize the data values by automatic label
encoding, which allows the model to easily handle numeric data. Table 1 shows the most important variables that
were converted from descriptive to numeric format.

2.2 Correlation Matrix Between Variables Using Heat Maps

Heat maps depict the significance of each variable in the data under investigation, with colors indicating the intensity and
strength of each data point in the correlation matrix. The researcher performed a Pearson correlation analysis to determine the
link between each of the variables under consideration. This assists in discovering the characteristics that are closely associated
with the target group in the data of thalassemia patients.
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Figure 2 shows the Pearson correlation matrix for strongly and weakly correlated variables.

For example, the association between blood transfusion and splenomegaly is 0.7, whereas the correlation between blood
transfusion and bone abnormalities is 0.38. Fetal hemoglobin (HBF) shows a strong positive association with prognosis (0.81),
while hemoglobin A1 (HBA1) and mean corpuscular volume (MCV) show a strong and moderate significant association with
prognosis, respectively (-0.82 and -0.67).

3. Methodology

3.1 Logistic Regression Model

Logistic regression (LR) is one of the most prominent statistical and data mining techniques used by statisticians and researchers
to analyze and classify data sets with binary and multiple responses (Maalouf, 2011). Logistic regression, often known as a
logit model, assesses the connection between a dependent variable Y, which has only two potential values based on the
occurrence or non-occurrence of an event, and explanatory factors that influence that phenomenon. Its popularity stems from
the fact that it does not have to meet many of the requirements of linear regression and general linear models, such as a linear
relationship between the dependent and independent variables, a normal or homogeneous distribution of the independent
variables, or the use of variables measured using the metric system (Ghosh et al., 2018).

The logistic model comes from the logistic function by defining z as a linear sum of the independent variables. This sum is
substituted into the logistic function to obtain the probability result. (M Gail, K. Krickeberg, 2010) Where the logistic function
represents the following formula:

1
@) =15 &)
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Where Z= B0+ Blx1+ B2x2+... +fnxn
Where B0: the constant limit parameter represents or intercept. x1,x2,...,xn the Independent variables
B1, B2,...,pn: Regression coefficients represent. i=1,2,..n

1

P(Y = yilxl,xZ, e xn) = 1 + ¢~ (BO+ B1x1+ B2x2+- fnxn) (2)

Yi=0,1

P(Y = yi|x1,x2,..xn) It represents the conditional probability of a particular event occurring based on a set of independent
variables.

Odds Ratio: It is the ratio of the conditional probability of a specific event occurring to the conditional probability of the event
not happening. As in the following formula:

1

_ P(Y=yilx1,x2,.xn) 1 e—(60+2?=1xiﬁi) 0+ Y1 x.B:

Odds = e = P Zi-1 b (3)
1-P(Y=yilx1x2,.xn) 1- —

1re~(BO+ X1 XiBi)

The logit is calculated by taking the natural logarithm of the odds ratio, which represents the logistic regression model

1

: : 1+{<B0+z?:1 b
Logit(P(Y=yi|x1,x2,..xn))=Ln - , 4
Logit(P(Y=yi|x1,x2,.xn))= B0 + )" x;B; (5)

3.2 K-Nearest Neighbors (KNN) Classifier

It is a supervised learning method that uses non-parametric estimation techniques for binary classification. The idea behind
KNN is that if there are multiple observations from two separate data sets, each observation should be classified based on its
class. This is achieved by calculating the distance between the new data point and all the data points in the training set using a
suitable distance measure, which is known in the training set as K-nearest neighbor; hence, we need to determine the value of
K before applying k-nearest neighbor, and then the distances are sorted in ascending order, with the nearest neighbors
representing the distances with the lowest value. The classification procedure is then completed by determining the class to
which the majority of points near the observation to be classified belong and then assigning the new data point to that class.
The image below shows training samples for two different cycles (A and B). The KNN approach calculates the distance between
the new observation (the test sample) and each observation from the training set (Steinbach & Tan, 2009). The graph 3
demonstrates the classification of the new observation as class B when K = 3 and class A when K = 6.
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Figure 3 illustrates the KNN method based on (Rithesh, 2017).

3.2.1 Distance Measures Used in the KNN Algorithm are:
1. Makowski distance measure: This measure depends on the absolute difference between the two vectors (Xi, Yi) and its
equation is as follows:

d(X,Y) = VXL lxi - yi[P (6)

p denotes a positive value, where xi represents the value of i in vector X and y7 represents the value of i in vector Y. When p=1,
the Minkowski distance measure becomes the Manhattan distance measure; when p=2, it becomes the Euclidean distance
measure; and when p=co, it becomes the Chebyshev distance, as shown in the distances below:

First, Euclidean distance: Machine learning algorithms like KNN commonly use Euclidean distance as a distance measure,
gauging the similarity or difference between data points based on their feature values. Euclidean distance represents the shortest
distance between two vectors and is the square root of the sum of the squared differences between two vectors. Its equation is
as follows:

dX,Y) = XL (xi —y)? (7
where xi represents the observations of the independent variable to be classified, yi represents the observations of the
independent variable's nearest neighbors, and n is the number of independent variables. (Prakisya et al., 2021)

Second, the city block distance: also known as the Manhattan distance, represents the sum of the absolute differences between
two vectors. The Manhattan distance works very well with high-dimensional datasets. Since it is non-square, it does not inflate
the differences between any of the variables. (Gao & Li, 2020)

n

d(x,y) = ) 1%~ i ®
i=1

Third, Chebyshev distance: It is also referred to as the maximum distance, Lagrange distance, or chessboard distance. It is
the largest distance for the absolute difference between the two vectors (X, Y). (Prasath et al., 2017) and its equation is as
follows:

d(X,Y) = max;{|xi — yi|} 9

2- Hamming distance: This distance calculates the amount of mismatch between two vectors. This distance is usually used
with nominal data, but can also be applied to numerical data. As in the following formula: -
dX,Y) =3P, 1xi # yi (10)

3- The Jaccard distance: to measure the differences between a set of observations, the Jaccard distance is used, as shown in
the formula below:

d(X,Y) _ _ Zizl(xi - YI)

B (11
Zizlxiz + Zizl}Iiz - 11'1=1xiyi
4- cosine distance: Cosine distance, also known as angle distance, is derived from cosine similarity which measures the angle
between two vectors, because the cosine distance is obtained by subtracting the cosine similarity from one. (Prasath et al.,
2017) As in the following equation:

n
i=1 XiYi

dX,Y) =1- (12)

JZ Ty
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5- Correlation distance: Correlation distance modifies the Pearson correlation coefficient to make the distance between [0,1].
Pearson correlation coefficient measures the linear association between two variables and extends from [-1,1]. To make Pearson
correlation coefficient a distance between [0,1]. (Arora et al., 2022) use the formula below:

1 XL i =D (i —F)
dX,Y) == [1-
®n =3 VEL (6 — 02 /EL 6 — )2

— 1 — 1
where X = ;Zi=1 Xj and y= ;Zi:l Vi

(13)

4 Model Evaluation Measures

Binary classification models predict both positive and negative classes (0,1) several classification metrics that are calculated to
evaluate the performance of binary classification models. Among the most commonly used metrics are accuracy, precision,
recall, and F1-score, and these metrics can be calculated using a confusion matrix.

4.1 Confusion Matrix:

We compare the predicted values with the actual values in a confusion matrix that contains the correct and incorrect predicted
values. The rows in the confusion matrix represent the actual classes, while the columns in the confusion matrix represent the
classes predicted by the model. (Bakumenko & Elragal, 2022) As in the following table:

Table 4 shows the confusion matrix

Prediction
0 1
Actual 0 TN True Positive FP False positive
1 FN False Negative TP True Positive

TN: The number of views properly identified as negative.

FP: It represents the number of observations that are incorrectly classified as positive but are negative, which is considered
a type |l error.

FN: It refers to the number of observations that were incorrectly classified as negative but were positive, and is described
as a type Il error.

TP: This indicates the number of views correctly classified as positive.
Accuracy: is determined by dividing the number of correct predictions by the total number of correct and incorrect predictions
produced by the model, as shown in the formula below:

TP+ TN

A =
CUracY =Tp f TN+ FP + FN

100 (14)

Inaccuracy, often known as error, can be measured by subtracting the equation () from one, as shown in the following
formula:

Error=1-A =1 TP+ TN 100 15
rror = Ceuracy = S T TP Y TN+ FP+FN * (1%

Precision: Precision is defined as the ratio of true positive predictions divided by the total number of positive predictions. The
higher the precision, the more accurate the model is at distinguishing between true positives and false positives. Precision is
recommended when the goal is to reduce the number of false positive predictions. For example, if a model has high recall but
low precision, it indicates that it identifies a majority of true positives while producing a large number of false positives.
(Sergue, 2020) As in the following formula:

Precision = 100 (16)

_ %
TP + FP
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Recall: Recall describes the model's ability to correctly detect all positive classes. If recall is high, it means that the model
recognized most of the true positive classes (i.e., few false negatives). Recall plays a crucial role in minimizing the number of
misclassified negative instances. (Sergue, 2020) As in the following formula:

TP
Recall = m * 100 (17)

F1-score: The F1 measure is the harmonic mean of accuracy and recall, aiming to get a weighted average of the two. (Karlsson,
2017) The F1 metric is defined below:

Fl—$ 5 Recall = Precision 18
— = *
core Recall + Precision (18)

4.2 The Area Under Curve (ROC curve)

The receiver operating characteristic (ROC) curve, as shown in the figure, calculates the area under the curve (AUC) by
expressing the relationship between the true positive rate (TPR) and the false positive rate (FPR) at different thresholds. This
curve helps us graphically analyze the performance of a classification model. Simply put, when AUC = 0.5, it indicates that
the model is performing randomly, but if AUC < 0.5, it indicates that the model is performing worse than randomly, i.e. it is
converting correct classifications to incorrect classifications and vice versa, where the closer the AUC value is to one, the better
the model is performing, regardless of the threshold used to estimate the probability of a sample belonging to each class.(de
Oliveira et al., 2021).

Perfect Classifier (AUC = 1.0)

A

TPR (Sensibility)

Random Classifier
(AUC = 0.5)

>
FPR (1 - Specificity)

TS ICo P .
5 Results and [AU('""‘ =AUCca> AUCC AUCEl ] Discussion

After splitting the data into training and test sets, we started building the model using the training dataset. The confusion matrix
(Figure) shows the actual classes and the predicted classes. The confusion matrix showed 194 patients with thalassemia (0 =
105 and 1 = 91). The confusion matrix represented thalassemia intermedia (0) and thalassemia major (1). Figure 5 below shows
the results of applying the confusion matrix to the training data.
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Confusion matrix of training
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Figure 5 shows the confusion matrix for the logistic regression model on the training data

The model correctly classified 104 observations as having thalassemia intermedia and predicted that they would also have the
condition. The model incorrectly classified one observation as having thalassemia major when it actually had thalassemia
intermedia and incorrectly identified another observation as having thalassemia intermedia when it actually had thalassemia
major. The value 90 represents the number of positive observations correctly classified as having thalassemia major, and the

model also predicted that they would have thalassemia major. Figure 6 below shows the results of applying the confusion
matrix to the testing data.

Confusion matrix of testing
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- 10
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|
0 1
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Actual

Figure 6 shows the confusion matrix for the logistic regression model on the training data

The number of observations correctly classified as having thalassemia intermedia is 42. The model incorrectly classified two
values as having thalassemia major, but it correctly predicted them to have thalassemia intermedia. One instance was mistakenly
identified as having thalassemia intermedia, but in reality, it was thalassemia major. The number of observations correctly
classified as thalassemia major stands at 39. This indicates that the logistic regression model has perfect prediction ability.
People often use precision and error metrics to evaluate the performance of a model. However, this metric does not provide a
comprehensive understanding of the performance of the model. Our primary goal is to determine the efficiency of the model,
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specifically its flexibility. We then use other, more effective metrics to evaluate the performance of the model and determine
the degree to which our predictions match the actual values.

Table 5 shows the results of evaluating the performance of the logistic regression model distance

Models  |raining Accuracesting Accuraq Classes Precision Recall | Fl-score | AUC

Logistic 0 0.96 0.98 0.97
Regression 0.98 0.96

1 0.97 0.95 0.96

According to the findings in the table above, the logistic regression model's accuracy for training data is 98%, its accuracy for
testing is 96%, the precision is 96%, the recall is 98%, and the F1 score is 97%. The second class has an F1 score of 0.96, recall
of 0.95, and accuracy of 0.97. These findings show that the model performs well in discriminating between the two groups.
Another way to measure the performance of a model is the receiver operator characteristic (ROC). The vertical axis shows the
true positive rate, while the horizontal axis shows the false positive rate. We determine the validity of a model by calculating
the area under the ROC curve (AUC). The LR model for the test set is represented by the AUC value (0.98). As shown in the
figure 7
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False positive rate

Figure 7 Receiver operating characteristic curve for logistic regression model
KNN is a basic
the supervised learning algorithm that predicts the appropriate class for new data based on the majority of its nearest neighbors.
As aresult, the parameter K is important in evaluating this classifier. To determine the optimal value of k, we used 5-fold cross-
validation. The graph 8 shows the accuracy of a k-NN classifier using cross-validation. The vertical axis represents the model
accuracy, while the horizontal axis represents the k values, which range from 1 to 15. At each value of k, the Chebyshev
distance was used to determine performance.
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Cross-Validated Accuracy vs. k
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Figure 8 shows the cross-validation accuracy of the KNN classifier when using Chebyshev
distance across different values of k

The results indicate that the best accuracy was obtained when the k values were 1, 3, which is about 91%. After that, we notice
that the accuracy fluctuates with increasing k values. This indicates that the model does not improve after k values are 1, 3.

Below is the training and testing matrix for the nearest neighbor classifier using Chebyshev distance to see how many
predictions are correct and incorrect.

Confusion Matrix for Training Data (k=3} Confusion Matrix for Test Data (k=3)

80

60

Actual

Actual

Predictions Predictions

Figure 9 shows the accuracy of the KNN classifier when using Chebyshev distance across different values of k.
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The figure shows the confusion matrix for the training data. The value 99 represents the number of observations that were
correctly classified as having thalassemia intermedia, while the value 87 represents the number of observations that were
correctly classified as having thalassemia major. The model made 10 errors. As for the test matrix, the model correctly predicted
75 values and made 9 errors. This indicates that the KNN classifier performs well when using Chebyshev distance.

The table below displays the classification report generated when the Chebyshev distance is employed with the KNN classifier.
Table 6 shows training accuracy, test accuracy, and performance assessment metrics (precision, recall, and F1-score) for the
two categories (0, 1).

Table 6 shows the performance evaluation results of the KNN model using Manhattan distance.

Models raining Accuraesting Accuraq Classes Precision Recall | Fl-score | AUC
NN with Chebysh 0 0.87 0.93 0.90
K=3 0.95 0.89
1 0.91 0.85 0.88

The results indicate that the model achieved 95% accuracy in training and 89% in testing. For thalassemia intermedia, the
precision was 87%, recall was 93%, and F1 was 90%. For thalassemia major, the precision was 91%, recall was 85%, and F1
was 88%. The figure below shows the receiver operating characteristic curve to distinguish between the true positive rate and
the false positive rate at different thresholds. The area under the curve (AUC) value is 95%, which indicates that the can
distinguish between thalassemia intermedia and thalassemia major patients with 95% accuracy.

Receiver Operating Characteristic (ROC) for Test Data (k=3)
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Figure 10 shows the receiver operating characteristic curve of a KNN class using
Chebyshev distance

The graph 11 shows the accuracy of a k-NN classifier using K-fold cross-validation. The vertical axis represents the model

accuracy, while the horizontal axis represents the k values, which range from 1 to 15. For each value of k, the Manhattan
distance was used to determine the model performance.
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Cross-Validated Accuracy vs. k
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Figure 11 shows the accuracy of the KNN classifier when using Manhattan distance across different
values of k

Confusion Matrix for Training Data (k=4) Confusion Matrix for Test Data (k=4)

Actual

Actual

Fredictions Predictions

Figure 12 shows the accuracy of the KNN classifier when using Manhattan distance across different values of k

The confusion matrix displays predicted and corrected values for training and test samples. The training matrix shows that the

model accurately predicted 188 out of 194 values while misprediction 6 values. The test matrix yielded 80 accurate predictions
and 4 incorrect predictions.
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Receiver Operating Characteristic (ROC) for Test Data (k=4)
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Figure 13 shows the receiver operating characteristic curve of a KNN class using Manhattan distance

The graph 13 above shows the ROC curve, which represents the relationship between the true positive rate and the false positive
rate across different thresholds, where the main diagonal represents the performance of the random classifier. The closer the
curve is to the upper left, the better the performance. The AUC value is 0.97, which indicates that the model has high reliability
in binary classification.

The graph 13 above indicates that the accuracy value is initially approximately 95% when the value of k is one, then it starts
to rise and the accuracy stabilizes at 96% in the case of k 2.3, while the best accuracy for precision is 97% in the case of k = 4,
then after that the accuracy starts to gradually decrease as the value of k increases, and this indicates that the model does not
improve after using the value of k = 4.

Table 7 below shows the resulting classification report when using Manhattan distance with the KNN classifier. The table
shows training accuracy, test accuracy, and performance evaluation metrics precision, recall, and F1 score for the two classes
(0, 1).

Table 7 shows the results of the performance evaluation criteria for KNN mode

Models  raining Accuracesting Accura¢ Classes | Precision Recall | Fl-score | AUC
IN with Manhat 0 0.96 0.96 0.96
K=4 0.97 0.95
1 0.95 0.95 0.95

The results indicate that the model achieved 97% accuracy in training and 95% in testing. For the first class, the accuracy was
95%, the recall was 95%, and the F1 was 95%. For the second class, the accuracy was 95%, recall was 95%, and F1 was 95%.
The figure below shows the receiver operating curve for distinguishing between the true positive rate and the false positive rate
at different thresholds. The area under the curve (AUC) value is 97%, indicating that the model is able to distinguish between
thalassemia intermedia and thalassemia major patients with 97% accuracy.

Above, we examined the logistic regression model for training and testing data, as well as the closest neighbor model when
employing Chebyshev and Manhattan distances for training and testing, depending on the performance assessment criteria
utilized. The table below compares the two models (logistic regression and the closest neighbor technique).
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Depending on the performance assessment criteria utilized, we looked at the logistic regression model for training and test data,
as well as the closest neighbor model for training and testing when Chebyshev and Manhattan distances were employed. Table
8 below compares the two models (logistic regression and the closest neighbor approach). The table includes test accuracy,
precision, recall, F1 score, and AUC value. We rely only on the test set since determining the optimum model requires test
data.

The Table 8 shows a comparison of the performance of the methods used

Models ‘esting Accurac Classes Precision Recall F1-score AUC

Logistic 0 0.96 0.98 0.97
Regression 0.96 0.982

1 0.97 0.95 0.96

NN with Chebysh¢ 0 0.87 0.93 0.90
K=3 0.89 0.950

1 0.91 0.85 0.88

NN with Manhattz 0 0.96 0.96 0.96
K=4 0.95 0.972

1 0.95 0.95 0.95

Since the logistic regression model has a logistic regression model accuracy of 96%, the KNN model accuracy in case of using
Chebyshev distance is 89%, and the KNN accuracy in case of using Manhattan distance is 95%, the preference is given to the
logistic regression model. The table just presented provides a summary of these results. In addition, when we consider other
performance evaluation criteria, we find that the logistic regression model is better than other models in terms of accuracy
(96%), recall (98%), and F1 score (97%) in the first category. As for the second category, the accuracy is 97%, recall is 95%,
and F1 score is 96%. Since the area under the curve (AUC) value of the logistic regression model is 0.982, it is clear that this
model is better than other models as well. In the case of comparing the nearest neighbor model using Manhattan distance with
Chebyshev distance. The nearest neighbor model with Manhattan distance was better based on the performance evaluation
results.

6 Conclusions

Given the importance of thalassemia and the number of deaths and health problems it causes, especially in thalassemia major,
it has been shown that logistic regression is more effective than the K-nearest neighbor algorithm in classifying thalassemia
patients, especially those with thalassemia major. The study showed that the type of distance used in the K-nearest neighbor
algorithm, whether "Manhattan™ or "Chebyshev", has a significant impact on the accuracy of predictions, with the highest
accuracy reaching 95% when K = 4. It was also shown that the difference between distance calculation methods and the K
value plays a major role in improving the classification results, as it was determined that the optimal value for K is 4, which
led to improving the accuracy of predictions. The researcher suggests increasing the data size, as it is possible to improve the
accuracy of models by increasing the data size. In addition, the researcher recommends using other artificial intelligence
techniques, especially neural networks, to verify any additional improvements.

References

1. Arora, I., Khanduja, N., & Bansal, M. (2022). Effect of Distance Metric and Feature Scaling on KNN Algorithm while
Classifying X-rays. CEUR Workshop Proceedings, 3176, 61-75.
2.Bakumenko, A., & Elragal, A. (2022). Detecting Anomalies in Financial Data Using Machine Learning Algorithms. Systems,

165



Iragi Journal of Statistical Sciences, Vol. 22, No. 1, 2025, pp (151-167)

10(5). https://doi.org/10.3390/systems10050130
3.Borah, M. S., Bhuyan, B. P., Pathak, M. S., & Bhattacharya, P. K. (2018). Machine learning in predicting hemoglobin variants.
International Journal of Machine Learning and Computing, 8(2), 140-143. https://doi.org/10.18178/ijmlc.2018.8.2.677
4.de Oliveira, N. R., Pisa, P. S., Lopez, M. A., de Medeiros, D. S. V., & Mattos, D. M. F. (2021). Identifying fake news on
social networks based on natural language processing: Trends and challenges. Information (Switzerland), 12(1), 1-32.
https://doi.org/10.3390/inf012010038
5.Gao, X., & Li, G. (2020). A KNN Model Based on Manhattan Distance to Identify the SNARE Proteins. IEEE Access, 8,
112922-112931. https://doi.org/10.1109/ACCESS.2020.3003086
6.Ghosh, J., Li, Y., & Mitra, R. (2018). On the use of cauchy prior distributions. Bayesian Analysis, 13(2), 359-383.
7.Hartini, S., & Rustam, Z. (2019). Hierarchical clustering algorithm based on density peaks using kernel function for
thalassemia classification. Journal of Physics: Conference Series, 1417(1), 12016.
8. Karlsson, S. (2017). Using semantic folding with TextRank for automatic summarization. 58.
9. M Gail, K. Krickeberg, J. M. S. (2010). Statistics for Biology and Health. In Media.
10.Maalouf, M. (2011). Logistic regression in data analysis: An overview. International Journal of Data Analysis Techniques and
Strategies, 3(3), 281-299. https://doi.org/10.1504/IJDATS.2011.041335
11.Paokanta, P., Ceccarelli, M., & Srichairatanakool, S. (2010). The effeciency of data types for classification performance of
machine learning techniques for screening B-Thalassemia. 2010 3rd International Symposium on Applied Sciences in
Biomedical and Communication Technologies, ISABEL 2010, 1-4. https://doi.org/10.1109/ISABEL.2010.5702769
12.Prakisya, N. P. T., Liantoni, F., Hatta, P., Aristyagama, Y. H., & Setiawan, A. (2021). Utilization of K-nearest neighbor
algorithm for classification of white blood cells in AML M4, M5, and M7. Open Engineering, 11(1), 662-668.
https://doi.org/10.1515/eng-2021-0065
13.Prasath, V. B. S., Alfeilat, H. A. A., Hassanat, A. B. A, Lasassmeh, O., Tarawneh, A. S., Alhasanat, M. B., & Salman, H. S.
E. (2017). Distance and Similarity Measures Effect on the Performance of K-Nearest Neighbor Classifier -- A Review. 1-39.
https://doi.org/10.1089/big.2018.0175
14.Rithesh, R. N. (2017). SVM-KNN: A Novel Approach to Classification Based on SVM and KNN. International Research
Journal of Computer Science, 4(8), 43—-49. https://doi.org/10.26562/irjcs.2017.aucs10088
15.Sergue, M. (2020). Customer Churn Analysis and Prediction using Machine Learning for a B2B SaaS company.
www.kth.se/sci
16.Steinbach, M., & Tan, P.-N. (2009). kNN: k-nearest neighbors. The top ten algorithms in data mining, 151-162 .
17.Yousefian, F., Banirostam, T., & AzarKeivan, A. (2017). Prediction of Mellitus Diabetes in Patients with Beta-thalassemia
using Radial Basis Network, and k-Nearest Neighbor based on Zafar Thalassemia Datasets. Diabetes, 19, 20.

166



Iragi Journal of Statistical Sciences, Vol. 22, No. 1, 2025, pp (151-167)

Al Aa i 0d g e oll) 1aady) aladiuly Liasadl) (s e panduEil AN alad gz dlad anll

2& e)\; Zu:m;j IL;A: uu)\_sa daaa

L3hall (Jeasall (Jeasall daala ccluallly Csulall asle LIS (Ailaglaally clasy) and ¢ Lle il

L3hall cdaasal) Jeasall dadls ccilualiylly Cogulall asle 4 ¢ LASH clilly Cililaal) Gigay ausd

Ulag ducgis 2ae 8 aliad) )l 138 (53505 A8 el lals lallsl) 5% Lavie oL) ) cpallsh (g JEY Sy (aye Lasedlall : LuadlAl)
GV Eandl 138 Gaagy L aall L Cngla gangll (aiy aundl 8 aand) oS15 Y 65 Les cehpend) Auganll milaall il Jane 52l slyend) L) milecall
dogana Giedd Juagall (B caaddl) cboal)l ddie e Gl e Jgasl) 3 .Accuracy, Precision, Recall, F1-score, AUC :Gaum
30% 5 ol 70% N Ul a5 ¢S Laandls culS (46.78%) 131 dlacesio Laseds il (53.21%) 149 Lgie saalie 280 bl
8 A F1-97% 43,05 98% ST5 96% 4y Jla ol duailsd (e 2ol Juail (IS eaglll stV z3sas of daspnal) bl cjelily L laady
‘)_._x_._mﬂ\ ‘?A \33; uls ‘é_‘\m;ﬂ\ J\.\;_N\ ui ‘Ar_ d.\_._a Laa sd‘).\sﬂ L_LA:\‘AM\ A58 ‘?A 96% K;JAJ 95% ‘)S.\:\j 97% 43y 4l u\s l.q.x;x.: ‘&L“}BA\ L“\Afuv\:\!‘
c S LDl Guleaall daliy (baswdill amge Chiieai B K s ol daalsn (e dllad ST easll) Slaa¥) of cud 5 il sl o
GV Aas ol e G ) s e S 50 Ll "Cadndd o " opleil! elses 1 ladl daey a8 Aeaiieadll diled) g5 of dusdiall el
K ) el of st o Cam Gl 5 a3 1€ Do canly K ey diliaal) Gl b o ) o 08 LS K=4 (65 Laxie 95%
(a9 EIK) ‘;l hba}“..: .C_Ih\:un o EJLJ‘}:\ CJ\A.J\ PEX) L):‘“i‘ uSAA\ e U_x:x; ahl:u!\ o EJL_\J C_x;\_\“ C):‘E:‘} .L'_l\j_uﬂ‘ 48 U:‘“‘A:’ él L;Ji Lae 4 <R
il it ol e @l duaal GlKudl) Lalig gAY elilaaY) (SN Glis ol Gald)

KNN 23505, Liasedll (aper il , V) alail) :dgalidall culalsl)

167



